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This paper employs vector autoregressions to estimate the nonmoneta y effects of 
financial sector shocks on output and prices during the intenuar period. Variance 
decompositions indicate that the nonmoneta y financial proxies have signijicant and 
important effects. Impulse response finctions indicate that most of tlw signijicant 
shocks to ourfinancial crisis pmxies have negative effects on output and prices. Fo- 
cusing on the depressed conditions of the 1930s, historical decompositions indicate 
that the nonmoneta y financial crisis variables are generally more important than the 
moneta y base in explaining macro beltavior. Our findings thus support theoretical 
models emphasizing the important nonrnoneta y effects of financial variables. 

1. INTRODUCTION 

In A Monetary History o/ the United 
States, Friedman and Schwartz [1963] at- 
tributed the enormous decline in real out- 
put and prices during the Great Depres- 
sion of 1929-1933 to an unprecedented fall 
in the supply of money. While there is 
much support today for the view that 
money played an important role in this 
episode, many economists feel that this 
variable alone does not provide a suffi- 
ciently complete explanation of the link 
between the chaotic conditions in the U.S. 
financial sector and aggregate output and 
prices. Bernanke [1983] contended in an 
influential paper that financial shocks had 
important nonmonetary effects on aggre- 
gate economic activity in addition to their 
effects via the supply of money. Rather 
than consider the 1929-33 episode "out- 
side of its context," Bernanke widened his 
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sample to include the entire interwar pe- 
riod, which he defined as January 1919- 
December 1941. 

The major purpose of this paper is to 
present empirical evidence on the impor- 
tance of the nonmonetary effects of finan- 
cial factors in explaining fluctuations in 
real output and prices during the interwar 
period. We define the interwar period as 
August 1922-June 1938. By omitting from 
our sample a few years immediately fol- 
lowing World War I and immediately pre- 
ceding World War 11, we avoid the poten- 
tial problems connected with war-related 
government expenditures and autono- 
mous gold flows discussed in Joines 
[1985]. Our interwar period corresponds 
closely to the four peacetime cycles iden- 
tified by Firestone [1960]. 

The theoretical literature on the non- 
monetary effects of financial factors fo- 
cuses on two related, but distinct aspects.' 
First, studies by Bernanke and Blinder 
[1988], Williamson [1987a; 1987b], 
Bernanke and Gertler [1987], and Scheink- 
man and Weiss (19861 demonstrate that the 
efficiency with which banks perform their 
intermediation function is an indepen- 

1. See Gertler [1988] for a more thorough review 
of this literature. 
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dently important determinant of the level 
of real economic activity. Second, 
Bernanke and Gertler [1989; 19901, Gertler 
and Hubbard [1988], and Calomiris and 
Hubbard [1990] focus on the effects of 
shocks to borrowers’ net worth positions 
on aggregate economic activity. This ap- 
proach suggests that exogenous shocks to 
borrowers’ net worth may be a source of 
economic fluctuations. Therefore, for ex- 
ample, to the extent that a deflation is 
unanticipated, it is likely to erode 
borrowers’ net worth, and thereby ad- 
versely affect aggregate economic activity. 
Beginning with Fisher [1933], this defla- 
tion story has played an important role in 
studies such as Bernanke [1983], Hamilton 
[1987], and Bernanke and James [1990] that 
attempt to explain the Great Depression. 

In evaluating the effects of financial 
sector shocks during the Great Depression, 
Bernanke [1983] argued that in addition to 
the traditional monetary effects of adverse 
shocks to financial intermediation stressed 
by Friedman and Schwartz [1963], these 
shocks increased the cost of credit interme- 
diation which in turn led to credit contrac- 
tion, rejection of otherwise profitable pro- 
jects, and subsequent falls in output. To 
test this hypothesis, Bernanke included 
the deposits of failing banks and the lia- 
bilities of failing businesses (as joint prox- 
ies for the cost of credit intermediation) in 
a Barro [1977]-type output equation that 
also included unanticipated money. Both 
the deposits of failing banks and liabilities 
of failing businesses were found to be 
significant. Moreover, dynamic simula- 
tions of the path of output for the period 
between mid-1930 and March 1933 ac- 
counted for substantially more of the ac- 
tual decrease in output than was captured 
when only unanticipated money was in- 
cluded in the output equation. In place of 
the joint proxies, Bernanke also used the 
yield differential between Baa corporate 
and long-term U.S. government bonds as 
a proxy for credit intermediation costs. In 
all cases, entry of the credit cost proxies 

significantly increased the percentage of 
the decline in output that was captured.2 
In addition to the foregoing evidence, 
Calomiris and Hubbard [1989] employ a 
”structural” vector autoregression model 
to show that proxies for the financial fac- 
tors discussed above were important de- 
terminants of the level of real aggregate 
activity in the U.S. from 1894-1909.3 

To examine the importance of the non- 
monetary effects of financial factors in the 
interwar period, we construct and esti- 
mate vector autoregressive (VAR) models 
from which we calculate variance decom- 
positions, impulse response functions, and 
historical decompositions. Due to contem- 
poraneous feedback from the economy to 
the money supply during this period, the 
monetary base is used as the monetary 
policy variable and the separate and com- 
bined effects of the base and the proxies 
for the nonmonetary effects of financial 
factors are estimated. 

In section 11, we outline the empirical 
model used, while section I11 is devoted to 
a discussion of the empirical procedures 
and results. Our conclusions are summa- 
rized in section IV. 

II. MODEL SPECIFICATION 

The nonmonetary effects of financial 
factors are examined by estimating and 
analyzing seven- and eight-variable VAR 
models. Monthly data are used. We em- 

2. Haubrich [1W] em loyed the empirical meth- 
odology in Bernanke [1983rto investigate the nonmon- 
etary role of financial crisis during the Great Depres- 
sion in Canada. His results indicate that the decline 
in bank operations in Canada failed to significantly 
explain output fluctuations. Moreover, unlike the debt 
crisis in the U.S., a measure of the deterioration of 
borrowers‘ net worth in Canada had little impact on 
output. 

3. It should be noted that Fazzari and Athey 
[1987], Fazzari, Hubbard, and Petersen [1988], and 
Gertler and Hubbard [1988] all present cross sectional 
evidence supportive of the view that borrowers’ 
balance sheet characteristics strongly influence the 
level of investment and, thereby, aggregate economic 
activity. 
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ployed the reduced-form VAR methodol- 
ogy for the following reasons. First, the 
VAR technique is not subject to the simul- 
taneity problems that frequently charac- 
terize single-equation reduced forms. Sec- 
ond, as noted by Fischer [1981] and 
Genberg, Salemi, and Swoboda [1987], 
since very few constraints are placed on 
the way in which the system’s variables 
interact, VARs are well-suited to an exam- 
ination of the channels through which a 
variable  operate^.^ Since our purpose is to 
understand the nonmonetary channels 
through which financial factors may affect 
the macroeconomy, our use of the VAR 
technique is appropriate. 

As noted above, we specify and esti- 
mate seven- and eight-variable VAR mod- 
els. These models share six variables: out- 
put, the price level, the interest rate, the 
monetary base, the money supply, and 
government spending. Although many 
studies of this period include the money 
supply as the monetary policy variable, 
contemporaneous feedback from the state 
of the economy to the money multiplier 
during this period renders this question- 
able. For this reason, the monetary base is 
included as the monetary policy variable. 
Simultaneous inclusion of the base and the 
money supply means that shocks to the 
money supply should be interpreted as 
shocks to the base m~lt ipl ier .~ The models 
differ in their choice of proxies for the 
nonmonetary effects of financial crisis. 
Following Bernanke [1983], the eight-vari- 

4. Cooley and LeRoy [1985], Leamer [1985], and 
Eichenbaum [1985] have discussed limitations of 
VARs. 

5. The systems were also estimated with the first 
difference of the reserve requirements on demand and 
time deposits as deterministic variables in each equa- 
tion in the system. Because these requirements were 
changed relatively infrequently compared to the other 
variables in the system, they were entered as deter- 
ministic variables rather than as system variables. The 
results were essentially identical to the ones reported 
below, and a likelihood ratio test indicated that the 
null hypothesis that the coefficients on the reserve re- 
quirement variables in each equation jointly equalled 
zeru could not be rejected. 

able model adds two variables: the real 
value of the deposits of failed banks and 
the real value of the liabilities of failed 
commercial businesses. Again, following 
Bernanke [1983] and Mishkin [2990], the 
seven-variable model replaces the real de- 
posits of failed banks and the real liabili- 
ties of failed businesses with the yield 
differential between Baa corporate bonds 
and long-term U.S. government bonds as 
a single proxy for the nonmonetary effects 
of financial crisis. The real deposits of 
failed banks are intended to measure the 
nonmonetary effect of financial crisis on 
the efficiency with which the banking sys- 
tem is able to perform its intermediation 
function, while the real liabilities of failed 
businesses capture the effect of deteriora- 
tion in borrowers’ net worth positions. The 
yield differential is thought to capture 
both types of shocks. However, as noted 
by Bernanke [1983], some of the change in 
the yield differential may reflect pure an- 
ticipations of future output declines. 
Therefore, while we would be reluctant to 
use only this measure, we feel it does 
provide a useful check on the sensitivity 
of our results to alternative measures of 
the nonmonetary effects of financial fac- 
tors. 

The empirical counterparts to the 
model variables are as follows. The yield 
differential (DIF) is calculated as the dif- 
ference (in percentage points) between the 
yields on Baa corporate and long-term U.S. 
government bonds. The interest rate (CPR- 
ATE) is the four- to six-month yield on 
prime commercial paper. All of the forego- 
ing variables are from Banking and Mone- 
tary Statistics 2924-1941 (Board of Gover- 
nors of the Federal Reserve System, 1943). 
The price level measure (WPI) is the 
wholesale price index and comes from the 
1933,1938, and 1943 editions of the Stutis- 
tical Abstract of the United States. Output is 
measured by the industrial production 
index (ZP) with 1977 as the base year. Data 
for ZP are taken from the 1985 revision of 
Industrial Production (Board of Governors 



90 ECONOMIC INQUIRY 

of the Federal Reserve, 1985). Money (M2) 
is Friedman and Schwartz’s [1963] mea- 
sure of M2 and is taken from their Table 
A-1, as is the monetary base (BASE). Gov- 
ernment expenditures (EXP) include pur- 
chases of goods and services and the small 
amount of transfer payments in our sam- 
ple. Separate series on purchases and 
transfer payments were unavailable. EXP 
is measured in billions of dollars and is 
taken from Firestone‘s [1960] Table A-3, 
and is deflated by WPZ. The real value of 
the deposits of failed banks (DEPFAZL) is 
measured in millions of dollars and its 
nominal counterpart comes from various 
issues of the Federal Reserve Bulletin. The 
real value of the liabilities of failed com- 
mercial businesses (LIABFAZL) is mea- 
sured in millions of dollars and its nomi- 
nal version comes from various issues of 
the Survey of Current Business. In both 
cases, real values were obtained by deflat- 
ing the nominal series with WPZ. 

Prior to specification and estimation of 
the VAR, augmented Dickey-Fuller tests 
were employed to check for first-order 
unit roots. These tests suggested that first 
differences of the logs of ZP, WPZ, M2, and 
EXP and first differences of the levels of 
CPRATE, DIF, DEPFAZL, and LIABFAIL 
should be used in specifying and estimat- 
ing the models. However, based upon the 
arguments of Engle and Granger [1987], 
cointegration tests were also performed, 
and , on balance, the presence of 
cointegrating vectors was rejected.6 As a 

6. The lag length for the unit root and cointegra- 
tion tests was determined using the criterion sug- 
gested by Schwert [1987]. Cointegration tests of the 
sort suggested by Engle and Yo0 [1987] were per- 
formed. However, since Hansen (19901 pointed out 
that the power of this test, as well as the test proposed 
by Johansen (19881, falls substantially as the size of 
the system increases, Hansen’s two-stage test was also 
employed. The power of Hansen‘s test is said to be 
unaffected by the size of the system. 

Cointegration tests on the money, output, and 
prices subset of the systems were also performed as 
were tests on the monetary base, output, and prices 
subset. No evidence of cointegration was found among 
these subsets of variables. 

Details of the unit root and cointegration tests are 
available on request. 

consequence, the systems were estimated 
with the differenced variables. 

Following Lutkepohl [1982], Akaike’s 
AIC criterion is used to determine the lag 
length of the VAR model.’ Use of the AIC 
criterion suggested a lag of twelve months 
for both the seven-variable and eight-vari- 
able systems for the estimation period 
1922:8-1938:6. Q-statistics indicated the 
absence of any serial correlation in the 
residuals of the models. 

111. EMPIRICAL RESULTS 

As indicated above, the nonmonetary 
effects of financial sector shocks are ana- 
lyzed through computation of variance 
decompositions, impulse response func- 
tions and historical decompositions 
which, in turn, are based on the moving 
average representation of the VAR model 
and capture both direct and indirect ef- 
fects. The variance decompositions show 
the percent of the forecast error variance 
for each variable that may be attributed to 
its own innovations and to fluctuations in 
the other variables in the system. There- 
fore, the variance decomposition for ZP 
indicates the percent of the forecast error 
variance in IP accounted for by the proxy 
(or proxies) for financial crisis and by 
other variables in the system. This sug- 
gests that if DEPFAZL is an important de- 
terminant of movements in ZP, it should 
explain a significant portion of the forecast 

7. The lag length chosen is the one that minimizes 

AIqk) = In d e t x  + (2d2k)/T 
k 

where k - i, ..., rn and d = number of variables in the 
system, rn- maximum lag length considered (set to 
twelve months), 

det C - determinant of C, and 
k k 

1 - estimated residual variancecovariance matrix 
k 

for lag k. 
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error variance in IP. Moreover, Sims [1982] 
has suggested that variance decomposi- 
tions give an indication of the strength of 
Granger-causal relations that may exist 
between variables. Therefore, if DEPFAIL 
explains a large and significant portion of 
the forecast error variance of IP, this could 
be interpreted as a strong Granger-causal 
relation. 

The impulse response functions are ap- 
propriately viewed as measuring the pre- 
dictable response elicited by a one-stan- 
dard-deviation shock to one of the 
system’s variables on the other variables 
in the system. Since the impulse response 
functions measure how the future path of 
these variables is altered in response to the 
shock, they can be viewed as a type of 
dynamic multiplier that conveys informa- 
tion about the size and direction of the 
elicited effect. 

While variance decompositions and im- 
pulse response functions are often re- 
ported without standard errors or confi- 
dence intervals, Runkle [1987] has argued 
that this is equivalent to reporting regres- 
sion coefficients without t-statistics. There- 
fore, in order to provide some indication 
of the precision of estimation, a Monte 
Carlo integration procedure similar to that 
described in Doan and Litterman [1986] 
was employed to estimate standard errors 
for the variance decompositions and im- 
pulse response functions. Five hundred 
draws were employed in the Monte Carlo 
procedure. For the variance decomposi- 
tions, the estimates of the proportion of 
forecast error variance explained by each 
variable are judged to be significant if the 
estimate is at least twice the estimated 
standard error. For the impulse response 
functions, a two-standard-deviation band 
is constructed around the point estimate. 
If this band includes zero, the effect is 
considered insignificant. 

Historical decompositions are used to 
assess the impact of the financial crisis 
variables on the macroeconomy over sev- 
eral subperiods of our sample. As noted 

by Burbidge and Harrison (19851, the his- 
torical decomposition assigns credit for 
the difference between what can be called 
the base projection for a series and the 
actual series to the shocks to the system’s 
variables. The extent to which a series that 
adds the shocks to a particular variable@) 
to the base projection is closer to the actual 
series than is the base projection alone is 
a measure of the importance of that vari- 
able or that set of variables.8 

Since the equations of the VAR contain 
only lagged values of the system’s vari- 
ables, any contemporaneous relations 
among the variables are reflected in the 
correlation of residuals across equations. 
In this paper, the Choleski decomposition 
is used to orthogonalize the variance-co- 

8. Like the variance decompositions and impulse 
response functions, the historical decompositions are 
based upon the moving average representation of the 
VAR. This moving average representation can be writ- 
ten as - 

X I  - C M i  PI-i 
i-0 

where X I -  a column vector of the variables in the 
system, pr-i - column vector of shocks to the elements 
of X in period t-i, Mi- matrix of impulse response 
weights conformable to the dimensions of X and p. 
Consider a base period which runs from observation 
1 to observation T. The value of X in periods subse- 
quent to T may be written as - i-1 

XT+j C M i  ppj-i + C Mi pT+j-i 
i-j i-0 

where - 
C M i  pT+j-i = base projection 
i - j  

or forecast of X p j  based only on information available 
at time T, and 

j-1 

Mi pT+j-i - the part of X accounted 
i-0 

for by shocks since T. The elements of the second term 
are used to determine the extent to which addition of 
the shocks to a particular variable(s) to the base pro- 
jection generates a series that is closer to the actual 
series ( X r e j )  than is the base projection alone ( f i t  
term). 
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variance matrix. In this approach, the vari- 
ables are ordered in a particular fashion. 
When a variable higher in the order 
changes, variables lower in the order are 
assumed to change. The extent of the 
change depends upon the covariance of 
the variables higher in the order with 
those lower in the order. The ordering 
chosen reflects institutional and theoreti- 
cal concerns and a desire to provide a 
conservative test of the effect of nonmon- 
etary financial factors on the macroeco- 
nomy. 

The ordering of primary interest for the 
seven-variable model is EXP,  BASE, ZP, 
W Z ,  CPRATE, M2, DZF. In the eight-vari- 
able model, LZABFAZL and DEPFAZL re- 
place DZF. In both models the nonmone- 
tary financial factors are placed last. This 
is consistent with the set of structural 
models in which there is contemporane- 
ous feedback from the other model vari- 
ables to the nonmonetary financial vari- 
ables. For example, it is possible that a 
negative shock to output would increase 
both bank and business failures in the 
current period. Ordering these variables 
last also provides the most conservative 
test of the effects of the nonmonetary fi- 
nancial variables; since all contemporane- 
ous correlation between these variables 
and the other variables is credited to the 
other variables, the nonmonetary financial 
variables are placed in the least favorable 
position. We also note that the effect of the 
nonmonetary financial variables on the 
other variables does not depend upon the 
order in which these variables precede the 
nonmonetary financial variables. That is, 
when the nonmonetary financial variables 
are ordered last, the effect of these vari- 
ables on , for example, ZP is the same 
whether ZP is ordered first or just before 
the nonmonetary financial variables. 

In the ordering described above, 
LZABFAZL is placed before DEPFAZL; this 
allows bankruptcies of commercial busi- 
nesses to contemporaneously affect the 
real value of deposits of failed banks since 

commercial business bankruptcies can be 
expected to contribute to the failure of 
banks.g It is also assumed that, while gov- 
ernment spending decisions may respond 
to prior movements in the other variables 
in the system, these spending decisions are 
independent of the current values of the 
other variables in the system. Thus, EXP 
is placed first. BASE is placed second 
based upon the assumption that the mon- 
etary authority responds to movements in 
output, prices, and the interest rate only 
with a lag; this is a common assumption 
in the macro literature. The sensitivity of 
the results to this assumption is, however, 
checked. CPRATE is placed after the fiscal 
and monetary policy variables as well as 
after output and price based upon efficient 
markets considerations that shocks to 
these variables contemporaneously alter 
the interest rate. M2 is placed after CPR- 
ATE. Recall that shocks to M2 should be 
interpreted as shocks to the base multi- 
plier since BASE is explicitly included in 
the system. Placement of M2 in this posi- 
tion allows the multiplier to respond to 
current movements in output, prices, or 
the interest rate. 

The sensitivity of the results to alterna- 
tive orderings in which the monetary and 
nonmonetary financial variables were re- 
arranged was checked. The alternative or- 
derings were: (1) EXP, ZP, WPZ, CPRATE, 
LZABFAZL, DEPFAZL, BASE, M2; (2)  EXP, 
ZP, W Z ,  CPRATE, BASE, M2, LZABFAZL, 
DEPFAZL; and (3) EXP, BASE, ZP, W Z ,  
CPRATE, LZABFAZL, DEPFAZL, M2. Similar 
orderings for the seven-variable system 
with DZF replacing LZABFAZL and 
DEPFAZL were also considered. The first 
alternative ordering allows a contempora- 
neous response of the monetary base and 
the base multiplier to all the other vari- 
ables in the system; the nonmonetary fi- 
nancial variables still respond contempo- 

9. Ordering DEPFAZL before LZABFAZL had no ap- 
preciable effect on the results. 
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raneously to expenditures, output, the 
price level, and the interest rate. The sec- 
ond ordering differs from the preferred 
ordering only by allowing the monetary 
base to respond contemporaneously to 
government spending, output, prices, and 
the interest rate. The final alternative or- 
dering differs from the preferred ordering 
only by placing M2 last. The variance 
decomposition results from these alterna- 
tive orderings were essentially identical to 
those for the preferred ordering. In all 
cases, the results were within one standard 
deviation of those for the preferred order- 
ing. 

An alternative approach to the Choleski 
decomposition is the structural VAR 
model approach of Bernanke [1986]. In this 
approach the researcher commits himself 
to a particular structural model and em- 
ploys the residuals from the VAR model in 
the estimation of the structural model. In 
this way the contemporaneous correlation 
across the VAR model residuals is purged, 
and the residuals of the structural model 
are interpreted as fundamental shocks. 
The structural approach is not employed 
in this paper, however. As noted by 
Bernanke and Blinder [1989], the results of 
this approach are generally sensitive to the 
specification employed and to the restric- 
tions imposed to identify the model. This 
is a particular problem since there is no 
general agreement on the most appropri- 
ate structural macro model. The Choleski 
decomposition used here is consistent 
with the class of structural models in 
which there is contemporaneous feedback 
from the macroeconomy to the nonmone- 
tary financial variables. 

The variance decompositions for ZP and 
WPZ in both the eight- and seven-variable 
models are presented in Table I. The esti- 
mated standard errors are shown in paren- 
theses below the point estimates. A * indi- 
cates the point estimate is at least twice the 
standard error. Variance decompositions 
at horizons of six, twelve, twenty-four, 
thirty-six, and forty-eight months are 

shown in order to convey a sense of the 
dynamics of the system. Only the individ- 
ual and  joint effects of LZABFAZL, 
DEPFAZL, and BASE (eight-variable sys- 
tem) and DZF and BASE (seven-variable 
system) on ZP and WPZ are shown in order 
to focus on the point of central interest to 
this paper and to conserve space. 

We observe in the eight-variable model 
that both LZABFAZL and DEPFAZL have 
significant effects on ZP and WPZ. Jointly, 
these variables explain 14-18 percent of the 
variation in ZP at horizons of twenty-four 
months or longer and 16-18 percent of the 
variation in WZ at horizons of twelve 
months or longer. (See the column labeled 
SUM1.) BASE also has significant effects 
on ZP and WZ. The effects of BASE on ZP 
are stronger than are the individual effects 
of LZABFAZL and DEPFAZL but weaker 
than their joint effects at longer horizons. 
The effects of BASE on WPZ are weaker 
than are the effects of LZABFAZL and about 
half the size of the combined effects of 
LZABFAZL and DEPFAZL. When the joint 
effects of the nonmonetary financial crisis 
variables are added to the effects of BASE, 
the three variables combined explain 21-30 
percent of the variation in ZP and 23-28 
percent of the variation in W Z  at horizons 
of twelve months and longer. (See the 
column labeled SUM2.) 

When DZF, our a1 terna tive nonmone- 
tary financial crisis variable, is used, it also 
has significant effects on ZP and WZ. 
These effects are somewhat larger for ZP 
and roughly equivalent for W Z  as com- 
pared to the combined effects of LZABFAZL 
and DEPFAZL in the eight-variable system. 
The effects of BASE are smaller, however, 
in the seven-variable system, and surpris- 
ingly we do not find significant effects of 
BASE on WPZ. Jointly, DZF and BASE ac- 
count for 27-28 percent of the variation in 
ZP and 22-24 percent of the variation in 
WPZ at horizons of twelve months and 
longer. (See the column labeled SUM3.) 

The impulse response functions for ZP 
and WPI for shocks to LZABFAZL and 
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TABLE I 
Variance Decompositionsa 

Variable Horizon Explained by Shocks to 
LZABFAZL DEPFAZL BASE SUMl S U M 2  DZF BASE 5um3 

IP 6 

12 

24 

36 

48 

Wl 6 

12 

24 

36 

48 

2.8 

4.1 

6.1' 
(2.78) 
5.8' 
(2.78) 
5.8' 
(2.94) 
5.5 
(3.51) 
12.1* 
(5.26) 
11.3' 

11.r 
(4.26) 
11.3' 
(4.31) 

(2.21) 

(2.84) 

(4.49) 

2.0 

5.2' 
(2.44) 
8.1' 
(3.08) 
11.1' 

11.8' 
(4.22) 
4.0 
(2.42) 

3.7 
(2.19) 

(1.81) 

(3.88) 

$5) 
6.5' 
(2.56) 
6.7' 
(2.77) 

13.2' 

11.4' 
(4.34) 

(3.54) 
11.7' 
(3.68) 
11.8' 
(3.69) 
12.2* 
(3.80) 
3.8 
(2.40) 
7.1 
(3.66) 
9.3' 

9.6' 

9.7' 
(4.01) 

(3.94) 

(3.95) 

4.8 

9.3 

14.2 

16.9 

17.6 

9.5 

15.8 

17.1 

17.7 

18.0 

18.0 

20.7 

25.9 

28.7 

29.8 

13.3 

22.9 

26.4 

27.3 

27.7 

5.4 
(2.96) 
19.2' 
(5.43) 
19.8" 
(4.48) 
20.2' 
(4.69) 
20.2' 

3.1 

17.2' 
(5.30) 
16.7' 
(4.71) 
16.2* 

16.3' 
(4.81) 

(4.79) 

(2.12) 

(4.73) 

10.2' 
(4.21) 
7.7* 
(3.65) 
7.4' 
(3.56) 
7.7 
(3.88) 
7.6 
(4.05) 
3.5 
(2.73) 

4.5 
(3.27) 

&) 

7.6 
(5.01) 

7.5 
(5.20) 

15.6 

26.9 

27.2 

27.9 

27.8 

6.6 

21.7 

23.6 

23.8 

23.8 
. .  . .  . .  . .  . .  

'Numbers in parentheses are standard errors. A indicates that the point estimate is at least twice its standard error. SUMl - LL4BFAIL 
+ DEPFAIL. SUM2 = SUM1 + BASE. SUM3 - DIF + BASE. 



RAYNOLD, BEARD & MCMILLIN: FINANCIAL FACTORS 95 

DEPFAZL are presented in Figure 1. We 
observe that the only significant effects of 
LIABFAZL on ZP and WZ are negative, 
whereas the results for DEPFAZL are 
mixed. The impulse response functions for 
ZP and W Z  for shocks to DZF are shown 
in Figure 2. With only one exception 
(month four for WPI), the significant ef- 
fects for ZP and W Z  are negative and occur 
at several different horizons for both vari- 
ables. 

The variance decompositions and im- 
pulse response functions provide us with 
estimates of the “average” effect of the 
financial crisis variables over our entire 
sample. Historical decompositions are cal- 
culated for several subperiods of interest 
and allow us to determine the effects of 
the nonmonetary financial crisis variables 
within a particular subset of the entire 
sample. Table I1 reports historical decom- 
positions for both the eight-variable and 
seven-variable systems for two of these 
subperiods-1929:9-1938:6 and 1929:9- 
1933:3. The first subperiod begins in the 
month following the cyclical peak of Au- 
gust 1929 and includes the Great Depres- 
sion and the subsequent recovery and 
ends with the recession of 1937-38. The 
second subperiod focuses exclusively on 
the Great Depression. While historical de- 
compositions are also calculated for two 
similar subperiods beginning in 1929:ll to 
reflect the public‘s frequent association of 
the stock market crash with the start of the 
Great Depression, these results are virtu- 
ally identical to those for 1929:9-1938:6 
and 1929:9-1933:3 and are not shown. The 
root-mean-squared errors for the base pro- 
jection for each subperiod are presented, 
as are the root-mean-squared errors for the 
base projections plus the contribution of 
the shock to the nonmonetary financial 
crisis proxies. The ratios of the root-mean- 
squared errors for the base projection plus 
the contribution of financial crisis vari- 
ables to the root-mean-squared error for 
the base projection are in parentheses. 

We observe that in the first subperiod 
the addition of shocks to LZABFAZL and 
DEPFAZL to the base projection reduces the 
base projection’s root-mean-squared error 
for each variable. When shocks to both 
variables are simultaneously added to the 
base projections for ZP and W Z ,  the base 
projection’s root-mean-squared errors for 
these variables fall by 18 percent and 12 
percent, respectively. (See the column la- 
beled BPLD.) The effects of adding shocks 
to BASE to the base projections are smaller. 
While none of these effects are large, the 
base projection’s root-mean-squared er- 
rors for ZP fall by 29 percent and for WZ 
fall by 22 percent when shocks to all three 
financial variables-LZABFAZL, DEPFAZL, 
and BASE-are simultaneously added to 
the base projections. The effects for all 
three financial variables combined on ZP 
are weaker in the shorter subperiod while 
the effects on W Z  are roughly similar. 

In general, results in the seven-variable 
model are reasonably consistent with 
those in the eight-variable model for both 
subperiods. When shocks to DZF and BASE 
are simultaneously added to the base pro- 
jections, the base projection’s root-mean- 
squared errors for ZP and WPZ fall by 24 
percent and 20 percent, respectively, in 
1929:9-1938:6 and by 20 percent and 24 
percent, respectively, in 1929:9-1933:3. 

IV. CONCLUSIONS 

This paper employs vector au- 
toregressions to estimate the nonmonetary 
effects of financial factors on output and 
prices during the interwar period. An 
eight-variable model is estimated in which 
the real value of the deposits of failed 
banks and the real value of the liabilities 
of failed commercial businesses are used 
as joint proxies for the nonmonetary ef- 
fects of financial crisis. As an alternative, 
a seven-variable model is estimated in 
which the yield differential between Baa 
corporate bonds and long-term U.S. gov- 
ernment bonds is used as a single Droxv. 
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TABLE I1 
Historical Decompositionsa 

A. Eight-Variable Model 

Sample: 1929:9-1938:6 

Variable BP BPLIABFAIL BPDEPFAIL BPBASE BPLD BPLDBASE 

Sample: 1929:9-1933:3 

Variable BP BPLIABFAIL BPDEPFAIL BPBASE BPLD BPLDBASE 

IP .0284 .0283 .0261 .0263 .0257 .0232 

WPI .0120 .0108 .0119 .0108 .0105 .0092 

(.997) C92) C93) (a901 (*82) 

(.90) (.99) (.90) (37) C76) 

B. Seven-Variable Model 

Sample: 1929:9-1938:6 

Variable BP BPDIF BPBASE BPDIFBASE 

IP 

Sample: 1929:9-1933:3 

Variable BP BPDIF BPBASE BPDIFBASE 

IP .0318 .0282 .0291 .0253 

W P I  .0121 .0107 .0106 .0091 

'The results in the column labelled BP are the root-mean-squared errors (RMSEs) for the base projection for 
the period indicated. BPLIABFAIL, BPDEPFAIL, and BPBASE are the M E s  for BP plus the contribution of 
shocks to LIABFAIL, DEPFAIL, and BASE, respectively. BPLD is the RMSE for BP plus shocks to both LJABFAIL 
and DEPFAIL. BPDIF is the RMSE for BP plus shocks to DIF and BPDIFBASE is the RMSE for BP plus shocks 
to both DIF and BASE. The numbers in parentheses are the ratios of the RMSEs for the individual shocks to the 
RMSEs for the BPs. 

(.89) C91) (.80) 

(J39) (.88) (a761 
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In all cases, these proxies are placed last 
in the orderings and provide the most 
conservative test of the nonmonetary ef- 
fects of financial factors. 

In both models, variance decomposi- 
tions indicate that the nonmonetary finan- 
cial proxies have significant and important 
effects on output and prices. Combined 
with the smaller effects of the monetary 
base, the joint effects are substantial. Im- 
pulse response functions for the nonmon- 
etary financial variables are also com- 
puted. Most of the significant effects of 
shocks to these variables on output and 
prices are negative. Finally, historical de- 
compositions are calculated and allow a 
determination of the effects of the non- 
monetary financial crisis variables within 
subsets of the entire sample that focus on 
the depressed conditions of the 1930s. In 
these subperiods the nonmonetary finan- 
cial crisis variables are generally more 
important than the monetary base in ex- 
plaining macro behavior. 

Rather than focusing narrowly on the 
monetary base, our results point to an 
important role for the nonmonetary effects 

of financial factors in explaining aggregate 
economic activity in the periods under 
consideration. Our empirical findings are 
thus consistent with those theoretical 
models that emphasize the important non- 
monetary effects of financial variables. In 
particular, our results support those of 
Bernanke [1983] who used a single-equa- 
tion reduced form to show an important 
role for nonmonetary financial factors dur- 
ing the Great Depression. Unlike 
Bernanke, we employ vector autoregres- 
sion models that are not subject to the 
simultaneity problems that are frequently 
associated with single-equation reduced 
forms. 
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